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Forecasting Trade Potential between Former Non-Trading Neighbors-   The Israeli-Arab Case

Abstract

A gravity model at the industry level is implemented to estimate the potential and industrial distribution of trade between former non-trading neighboring countries. The model incorporates a differentiated proxy for transportation costs at the industry level, rather than simply using geographic distance, and is implemented to estimate the trade potential between Israel and its Arab neighbors. Results show that a differentiated proxy for transportation costs is a better explanatory variable to the volume of trade than distance, and indicate a much larger trade potential between Israel and its Arab neighbors than estimates of previous studies. 
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Introduction

How can one forecast the trade potential between former non-trading neighboring countries and, more importantly, identify its industrial distribution? This question has long been a concern of academics, businessmen and policy makers. An immediate answer that comes to mind is to analyze the import and export streams of two neighbors, A and B, which had no previous trade relations. Such an analysis should identify B’s (A’s) demand for industries in A (B) with a revealed comparative advantage (Balassa, 1965). Various methodologies based on the analysis of international trade patterns were most frequently used in studies concerning the trade potential between former non-trading neighbors.  During the 1990’s quite a few researchers have tried to forecast the impact of the collapse of the “iron curtain” on Eastern-Western Europe trade by analyzing the trade patterns of the concerned countries (e.g. Collins & Rodrik, 1991; Hamilton & Winters, 1992; Van Beers & Biessen, 1996). In the late 1980’s and mid 1990’s there has been a substantial amount of research regarding the Israeli-Arab trade potential under an alleged Middle East peace. Virtually all of these studies based their forecasts on current trade patterns of Israel and its Arab neighbors (Arnon, Spivak & Weinblatt, 1996; Ben Haim, 1993; Ben Shahar, Fishelson & Hirsch, 1989; Ekholm, Torstensson & Torstensson, 1996; Raban and Merhav, 1987; Halevi, 1994; Halbach et al., 1995). The basic motivation of the above-mentioned studies was to find congruence between import and export streams of non-trading neighboring countries at the industry level. Such congruence enables the analyst to forecast the extent and make-up of “export diversion” expected to occur, i.e. to identify what part of A’s current exports to R (the rest of the world) may be diverted to B and what part of B’s current exports to R may be diverted to A, once trade between A and B is allowed. 

The main drawback of this approach is the negligence of the negative impact of distance over A and B’s comparative advantage. In many cases A and B are virtually ‘economic islands’ – i.e. countries with virtually no border trade. In this case many industries are denied becoming a significant factor in A and B’s Revealed Comparative Advantage (RCA). The fact that border trade constitutes 30-60% of most nations’ international trade (United Nations, 1998) indicates that this situation may change once trade between A and B is allowed. 

 It is not that the above methodologies are inappropriate, but they are certainly insufficient to capture the whole complexity of trade potential between former non-trading neighbors. Any estimation of trade potential between formerly non-trading neighboring countries should be divided into two principal categories: potential trade based on “export diversion” and potential trade based on “export creation”. Whereas “export diversion” relates to the substitution of current export destinations by neighboring markets, “export creation” means trade not reflected in the current trade figures of these countries. “Export creation” implies an increase in the volume and variety of exports of formerly non-trading neighboring countries, resulting from the opening of their common borders to trade.

While “export creation” and “export diversion” remind us of Viner’s (1950) classic definitions of “trade creation” and “trade diversion”, there is a difference between the concepts. “Trade creation” and “trade diversion” relate to preferential trade arrangements. Viner has shown that if A signs a preferential trade agreement with B, A’s welfare may increase (in the case of substituting non-efficient local suppliers with efficient suppliers from B) or decrease (in the case of substituting efficient suppliers from R with non-efficient suppliers from B). Allowing for trade between former non-trading partners is only expected to increase welfare gains in A and B, as these gains result from a removal of a discriminating trade barrier between them. The latter statement is true as long as the trade agreement between A and B does not include any preference over R
. 

As noted by Hirsch, Ayal & Fishelson (1995) and Hirsch & Hashai (2000), products‘ distance sensitivity plays a significant role in its impact over “export creation”. Distance sensitive products are products for which per unit cost of transportation is high for reasons of weight, volume, sensitivity to freshness or relatively high per unit transport cost compared to unit production cost (Hirsch & Hashai, 2000). With the absence of border trade such products may face a larger trade barrier than tariffs (Hummels, 1999a).  Allowing for border trade may enable a country to export distance sensitive products, as transportation costs to neighboring markets are lower compared with the transportation costs to more distant markets.
Furthermore, as noted by Hirsch et. al. (1995) economies of scale (EOS) and input sharing are two related phenomena to products’ distance sensitivity. When distance sensitive products enjoy EOS in production, serving the aggregate regional markets of A and B enables lowering per unit manufacturing costs, expanding output and creating regional exports (Milner, 1997). When the parties are able to share inputs, i.e. A (B) can import from B (A) distance-sensitive inputs, production costs are expected to decrease as well.  Inputs originating in neighboring countries may be cheaper because of reduced transportation costs compared to current distant foreign input suppliers and/or due to superior efficiency compared to local input suppliers (Rivlin & Hashai, 2000). The greater competitiveness in production of producers in A (B), due to the procurement of cheaper inputs will result in increased sales to A, B and R.

Up to date no study has introduced a rigorous methodology to estimate the impact of transportation costs on the extent and industrial distribution of trade potential between former non-trading neighbors. The complexity of making such forecasts and the absence of adequate data at the industry level are probably the reason for the absence of such estimations.  The current paper makes a first step in such an effort, by utilizing a gravity model at the industry level to empirically forecast the trade potential between Israel and three Arab countries. This partial equilibrium empirical analysis directly incorporates a differentiated proxy for transportation costs per industry to yield estimates of export diversion and creation. These estimates still do not reflect the impact of EOS and input sharing over trade. However, the estimations for the Israeli-Arab case prove to be much higher than previous forecasts, indicating that an analysis of trade potential based on RCA is inadequate.

Literature Review

Classic trade theories (Ricardo, Hecksher-Ohlin-Samuelson) have clearly neglected the impact of international transportation costs on international trade. While some attempts were made to incorporate transportation costs in classic trade models (Dornbusch, Fischer & Samuelson, 1977; Obstfeld & Rogoff, 1996; Samuelson, 1954), most economic studies ignore the effect of distance on the extent and make-up of international trade, or at best consign it to generalized footnotes, as Paul Krugman claims: 

“We normally model countries as dimensionless points within which factors of production can be instantly and costlessly moved from one activity to another, and even trade among countries is usually given a sort of spaceless representation in which transportation costs are zero for all goods that can be traded” (Krugman, 1991, p.2).

  Nevertheless, gradually more economists have incorporated transportation costs in their models, showing that with transportation costs (and other trade costs) classic trade theories break (Davis & Weinstein, 1998; Deardorff, 1998; Krugman, 1980, 1991, 1995; Trefler, 1995).
In the context of this paper Helpman & Krugman’s (1985) observation between ‘tradable’ and ‘non-tradable’ goods is a suitable point of departure. Consider a world comprised of three perfectly competitive markets: two small neighboring non-trading countries, A and B, and a third country R, representing the rest of the world.  Consumers and producers of a given product in A and B are assumed to be too small to affect its world price (Pw). For the sake of simplicity, we also assume that the product is manufactured in R and A, but not in B. The distance between A and B is assumed to be zero; however in order for consumers in A and B to import the product from R it must be transported, incurring constant transportation costs of Mx per product unit. The price of the imported product in A or B is therefore Pw+Mx. A’s exporters to R also have to absorb transportation costs, thus they face a net price of Pw-Mx.  

If A’s demand and supply curves intersect below Pw+Mx and above Pw-Mx, A producers will not export, indicating that the concerned product is non-tradable
. Opening the borders between A and B, should enable A to export the above-mentioned product to B in a price lower than B’s current import price of Pw+Mx. This scenario results in ‘export creation’
. On the other hand, if A’s demand and supply curves intersect below Pw-Mx, A’s producers will export to R (i.e. the product is tradable), thus the opening of the border with B is expected to divert A’s exports from R to B. Only if A and B’s aggregate demand curve (after borders are opened for trade) intersects A’s supply curve above Pw-Mx, is export creation expected. 

The above argument illustrates why estimates of trade potential based on comparing the current export and import streams of non-trading neighbors cannot constitute an adequate basis for forecasting trade potential. High transportation costs may offset comparative advantage, turn products to non-tradable and cause a significant slowdown in these countries’ growth (Radelet & Sachs, 1998). 

Mx obviously varies from product to product, hence Helpman and Krugman’s observation between tradable and non-tradable products is too simplified. It would be more accurate to refer to a continuum of products’ transportation costs. The impact of transportation costs on the tradability of products between two countries is a function of the per-unit cost of the product, its per-unit transportation cost, and the distance between the countries (Hirsch & Hashai, 2000; Hummels, 1999a, 1999b). 

The ratio of a product’s per-unit cost at its destination to the product ex-factory or FOB (Free On Board) per-unit cost may serve as a reasonable continuous measure of transportation costs. A product with a high ratio may be internationally tradable, but its cost to the end customer would be much higher as its destination is more distant, constraining its exportable quantity. Exports would significantly increase in the case where border trade with immediate neighbors is allowed. 

As specific data on products’ transportation costs is not easily available, geographic distance is usually used as a proxy for transportation costs between countries.  As noted by Martin (1999) researchers in the field of geography were the first to address the impact of geographic distance on international trade, and only later economists applied it in their investigations of international trade patterns (pioneered by works of Linnemann, 1966 and Tinbergen, 1962). Linnemann’s (1966) well-known gravity model estimates bilateral trade between two countries as a function of their Gross Domestic Product (GDP) and the physical distance between their capital cities. Linnemann’s results were consistent with expectations, and confirmed the negative effect of geographic distance on the volume of trade between countries. Later studies that made use of the gravity model (e.g. Bikker, 1987; Feenstra, Markusen & Rose, 2001; Frankel, 1997; Hamilton & Winters, 1992; Hufbauer, 1970; Krugman, 1995; Mansfield & Bronson, 1997; Oguledo & MacPhee, 1994; Rauch, 1999; Soloaga & Winters, 2001) provided predictions that were quite robust, and thus the gravity model gained a reputation of providing accurate trade forecasts
.  

Many economists feel uncomfortable using the gravity model as it lacks a sufficient theoretical foundation (Anderson & Van Wincoop, 2003; Bikker, 1987), but gradually more and more studies have incorporated distance, product homogeneity and entry barriers into trade theories (e.g. Anderson, 1979; Anderson & Van Wincoop, 2003; Bergstrand, 1985, 1989; Deardorff, 1998; Feenstra, Markusen & Rose, 2001) constitute a significant step to provide such a foundation. Moreover, if we adopt the point of view of Deardorff (1998) and Rauch (1999), the gravity model specifies factors that stimulate trade and trade resistant factors, and thus it should be considered as an axiomatic description of bilateral trade volume rather than something that needs to be explained.

 The various studies, utilizing the gravity model, have incorporated additional variables in it.  Some of the popular variables were: population size, links between countries (e.g. in terms of common language and colonial ties), trade preferences and economic distance. Economic distance is particularly relevant in our case.  Economic distance is usually measured by the absolute differences in countries’ per capita income. It is expected to be negatively correlated with international trade as it reflects systematic inter country differences in consumer tastes (Linder, 1961). Economic distance is important since in many cases former non-trading neighboring countries differ in their standard of living (e.g. Western Europe and Eastern Europe, Israel and the Arab countries). 

Overall, the above-mentioned studies confirmed the existence of a significant positive link between the GDP of trading partners and their trade, and a significant negative link between geographic distance and the volume of trade of two countries. These findings support the hypothesis that the greater the distance between two nations, the lower the volume of trade between them will be, since transferring goods and products from one country to another involves high transportation costs. The impact of economic distance remained inconclusive (Hirsch & Hashai, 2000).

Nevertheless, previous attempts to utilize the gravity model to forecast the bilateral trade potential between non-trading neighboring countries and to identify this trade’s industrial distribution (which is a coarse proxy for product differentiation) fell short in at least one of the following critical aspects. Some of the studies utilized the gravity model at the economy level (Arnon et al., 1996; Hamilton & Winters, 1992), thus not providing any indication on the industrial distribution of trade. Other studies relate to industries’ exports as a proxy for size (Arad, Hirsch, & Tovias, 1983; Hirsch & Hashai, 2000; Van Beers & Biessen, 1996), thus neglecting the possible bias in these countries’ RCA. Most importantly, these studies (and virtually all other studies incorporating the gravity model) used distance as a proxy for transportation costs. 

We assert that this fact might indicate a possible bias in the results, since distance is an imperfect measure of transportation costs (Rauch, 1999). As noted by Hummels (1999a) importers substitute away from goods with relatively high transportation costs (being a major part of trade costs), thus aggregate freight expenditures (i.e. at the economy level) are biased since they underestimate trade costs borne by products with high transportation costs. This is because products with the lowest freight rates enjoy the larger share of trade. Geographic distance is at best a proxy for aggregate transportation costs. Geographic distance, by its definition cannot fully capture the size of trade barrier transportation costs constitute for products with different distance sensitivities. Thus a direct measurement of specific transportation costs of differentiated products is required (Hummels, 1999a; Rauch, 1999).  

To conclude, a more appropriate gravity model to forecast trade potential, should be at the industry level, relate to industrial value added or output as a proxy for size and incorporate specific transportation cost proxies per industry. 
Empirical Analysis and Data

   In light of the above discussion we propose a gravity model that is based on the assumption that every country consumes it own output as well as its trading partners’ output in proportion to its share of world demand (Helpman, 1987; Rauch, 1999). By adopting this notion to the industry level, and by adding variables that reflect international trade costs, the proposed model include the imports of a country’s industrial branch i as a function of its own industry output
, the industry output of each of its foreign suppliers, transportation costs, and the economic distance between that country and its trading partners: 

Mijk = f (Yik, Yij , Tijk , EDjk) 





(1)
                 In expression (1) “i” denotes industries while “j” and “k” denote countries. Mijk denotes country k’s imports from country j in industry i, Yik denotes country k’s own output of industry i, Yij denotes the trading partner j's output of industry i, Tijk denotes the transportation costs of industry i in imports from j to k, and EDjk denotes economic distance represented by the absolute differences between the per-capita income of country j and country k.  Specifically, we use the following log/linear regression model:

ln(Mijk)= αi + βi1ln(Yik)+ βi2ln(Yij) +  βi3ln(Tijk)+ βi4ln(EDjk)+ ε                                (2)

 αi- denotes the intercept, βi1, βi2 , βi3 and βi4 denote the partial regression coefficients, and ε represents the random error term. 

 We chose to implement the proposed model to forecast the bilateral industrial trade potential between Israel and three of its Arab neighbors (Egypt, Jordan and Syria), once all trade barriers between them are removed. Israel is an economic island since it cannot trade with its enemy neighbors (Lebanon and Syria) and its trade with past enemies (Egypt and Jordan) is negligible (about 0.3 % of Israel’s international trade volume). Israel’s surrounding Arab neighbors may also be regarded as economic islands since their trade with Israel is negligible and since intra-Arab trade is very low (Halbach et al., 1995; Fischer, 1992).  The political tension in the Middle East, the need to take severe security measures, administrative trade barriers and the ongoing Israeli-Palestinian conflict, have all negatively affected the volume of trade between Israel and its neighbors (Economist Intelligence Unit, 2001). 

As argued above, estimates of the trade potential between former non-trading partners cannot be derived from the existing trade of these countries, thus we need to base our estimates on the trade patterns of a different country. Data availability considerations led us to base our estimates on data prevailing to the US.  Data for the dependent variable covers the 1994 US imports of industrial products manufactured by nine branches, grouped according to the 2 digits International Standard Industrial Classification (ISIC)
. The number of US trading partners varies by industry. Altogether 521 observations are included in the regressions calculation. 

The US is a large economy with a large local market that has trade relations with most of the countries in the world. Hence, US importers are able to choose among various competitive suppliers around the world. It is therefore reasonable to assume that the choice of these suppliers will be mostly made according to economic criteria per se.

While data on industry output (UNIDO, 2000) and on economic distance between countries (International Monetary Fund, 2001) is available, it is less trivial to calculate a proxy for transportation costs between different countries, at the 2 digits ISIC level.  A transportation costs proxy for each industry was calculated by multiplying the shortest distance between the US and each of its major trading partners (Waterman Steamship Corporation, 1959)
, with a continuous per industry distance-sensitivity index (DSi), as specified in expression (3):
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(3)
The calculation of the DSi index for industry i is based on computing the percentage of transportation costs (including insurance cost) out of the CIF (Cost, Insurance, Freight) value of industry i's imports (InFri), as derived from Frankel (1997, Table 3.1b, Appendix B).  InFri is then divided by the weighted distance between the US and its largest import sources (j), supplying at least 70% of the 1994 US imports in industry i (United Nations, 1994; Waterman Steamship Corporation, 1959). The weighted distance is calculated by multiplying US industry i's import from country j (Imji) with the distance between country j and the US (Kmj)6. Thus, the DSi index represents the percentage of industry i's per kilometer transportation cost out of the CIF value of industry i's imports.   

   The 1994 DSi values for the US are presented in Appendix Table 1. The average value is 0.0018, indicating that the average percentage of transportation costs per 1000 km is 1.8%. The DSi value for some industries (ISIC 33,36) is relatively high, whereas for others (ISIC 38,39) it is quite low, representing the variance in industries’ distance sensitivity (Standard Deviation = 0.0011).  

Comparison of the DSi index with the ratio of exports to output data of Israeli industries reveals a significant negative correlation, even though not extremely high (r=0.531, p<0.091), demonstrating how distance distorts exports of distance sensitive industries in a country with negligible border trade.

Results

Expression (2) was estimated by Ordinary Least Squares (OLS). The full regression results are shown in Appendix Table 1. The table shows regression coefficients calculated separately for each of the nine industries (2 digits ISIC). The significance level of the results changes from industry to industry, but usually the R squares are quite high, averaging over 0.6, and the joint explanatory power of the independent variables is significant for all industries. About half of the coefficients representing “own output” (Yik) and “trading partner’s output“(Yij) are significant, most of them are positive as expected. The coefficients of “transportation costs” (Tijk) are negative for all industries and significant in 7 out of 9 industries. The T-values of Tijk are the highest.  “Economic Distance” (EDjk) is significant for only two of the industries and, surprisingly, is usually positive. The latter finding will be addressed again in the concluding section.

Finally we tested the explanatory variable of our differentiated proxy for transportation costs vs. geographic distance. As expected both variables were positively correlated ((r=0.643, p<0.01). However, their explanatory power of one country’s imports from other countries differs substantially, as shown below. 

The last two rows of Appendix Table 1 present the results of a gravity model calculated for all industries. The results of line 10 relate to the model detailed in expression (2), whereas the results of line 11 relate to a regression with “geographic distance” as a substitute for transportation costs. Comparison of the two models reveals that the R square, the regression’s F value and the T value of the transportation cost coefficient are all higher in the case where a differentiated proxy for transportation costs (at the industry level) is used rather than geographic distance. The direction, the significance, and the magnitude of the coefficients are similar in both models. 

We also employed the following statistical procedure to establish the superiority of a transportation cost proxy over geographic distance as an explanatory variable of import flows. First, we constructed a model that adds geographic distance as an independent variable to equation (2) (hereinafter – the reference model). Then, we used the following F-statistic to determine whether the removal of any of the variables (the proxy for transportation costs and geographic distance) reduces the explanatory power of the reference model:
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Legend:

SSE1- Sum square error of reference model 

SSE2 – Sum square error of partial model

MSE2 – Mean square error of reference model

p- Number of variables in reference model

r- Number of variables in reference model

 In the case where we have removed geographic distance (but left in our proxy for transportation costs), the computed value of the F-statistic was 41.927. In the case where we have removed our proxy for transportation costs (but left in geographic distance), the computed value of the F-statistic was 0.179. Our null hypothesis in both cases was that the removal of the concerned variable would not reduce the explanatory power of the reference model (i.e. H0: βi=0). This hypothesis is rejected in the first case but is not rejected in the second one (α ≤ 0.01). Evidently, removal of the proxy for transportation costs affects the reference model significantly whereas removal of geographic distance does not. We may therefore conclude that the differentiated proxy for transportation costs is a better explanatory variable than geographic distance, albeit the fact that the latter still yields significant regression results. 

Table 1 presents the Israeli-Arab trade forecasts per industry as implied from the regression results. The relevant partial regression coefficients are multiplied with Israeli and Arab industries’ output for 1996 (Israel Central Bureau of Statistics 1998; UNIDO, 2000), by the absolute difference in GDP per capita in 1996 between Israel and its neighbors (International Monetary Fund, 2001), and by a transportation cost proxy, calculated by multiplying the DSi index with the air travel distance between Tel Aviv and Cairo (420km), Amman (120km) and Damascus (250km), respectively. The air travel distances represent the distance between industry centers in Israel and its neighbors.

[Insert Table 1 about here]

 The results indicate the extent of total export diversion and creation between Israel and its Arab neighbors, once the current barriers to trade are removed. Israel’s export potential to Egypt, Jordan and Syria ranges between  $US 3.2-4.1 billion a year (per country), while its import potential from each of these countries ranges between $US 1.5-2.6 billion a year. On the whole Israel is expected to be a net exporter to these Arab countries. This result is reasonable, taking into account the differences in GDP between Israel and it neighbors (Economist Intelligence Unit, 2001). Most of the bilateral trade potential concentrates in four industries: (1) Food, beverages and tobacco (ISIC 31); (2) Textiles, clothing and leather (ISIC 32); (3) Machinery, electrical machinery, transport and scientific equipment (ISIC 38) and (4) Jewelry, musical instruments and other manufacturing industries (ISIC 39). In the latter industry (ISIC 39) most of the potential lies in Israeli exports to its neighbors.  In the other three industries bilateral trade potential exists, a phenomenon denoted in the literature as intra-industry trade (Grubel & Lloyd, 1975; Tharakan, 1983). These findings can be explained by the aggregate industry classification level, which does not allow the different types of products within each industry to be distinguished. For example, in the Machinery industry (ISIC 38), the differences in factor abundance between Israel and its neighbors (Economist Intelligence Unit, 2001) may indicate that Israel is likely to export comparatively ‘skilled’ labor-intensive and capital-intensive products to its neighbors (e.g. electrical machinery and scientific equipment), whereas Egypt, Jordan and Syria are likely to export comparatively ‘unskilled’ labor- intensive products to Israel (e.g. metal and wood working machinery).

Conclusion

It is clear that political decisions will significantly affect the existence or non-existence of trade between Israel and its Arab neighbors and determine its character. Nevertheless, the estimation of the trade potential between Israel and three of its neighbors, assuming an absence of political intervention, partly reveals the economic cost of maintaining the Israeli-Arab conflict. One major cost of this conflict is the absence of border trade in the region. Israel has always been an economic island, without significant economic ties with its neighbors.  Israel’s surrounding Arab countries were also economic islands to a great extent as their intra trade volume is very low because of similar industrial specialization (Fischer, 1992). Allowing for trade between Israel and its neighbors is likely to change this. 

Applying a gravity model at the 2 digits ISIC level to forecast the trade potential between Israel, Egypt, Jordan and Syria indicates that the bilateral trade potential between Israel and these Arab countries ranges between $US 5.5-6 billion annually (Table 1). These figures constitute about 6% of Israel’s GDP, about 10% of the Egyptian GDP, 40% of the Syrian one and 80% of the Jordanian GDP (Economist Intelligence Unit, 2001) and thus are extremely significant to the prospects of export-led industrial growth in the concerned countries.

Previous Israeli-Arab trade estimates based on the analysis of bilateral trade patterns  (Arnon et al., 1996; Ben Haim, 1993; Ben Shahar et al., 1989; Ekholm et al., 1996; Raban and Merhav, 1987; Halevi, 1994; Halbach et al., 1995) have indicated a much lower potential, ranging between tens to a few hundred $US million a year, thus the current paper claims for a much larger trade potential. As we relate only to industrial products, additional potential is likely to exist in agricultural goods, which are candidates for intensive regional trade due to sensitivity to freshness. Services are another candidate for regional trade since their cost is usually in direct proportion to the distance between the country of origin and the country of destination (Hirsch, 1989).

In a broader context this paper has suggested using differentiated proxies for transportation cost at the industry level, rather than simply relating to geographic distance. The main rationale of the above approach was discussed earlier, and stems from the differential sensitivity to distance of various products. We have shown that a differentiated transportation cost proxy at the industry level is a better explanatory variable of trade volumes than geographic distance. However, two points should be noted. First, our regression model is based on US trade data. The US has a vast shoreline, indicating that a large share of its imports is likely to be shipped by sea. Most of Israel’s trade with Egypt, Syria and Jordan is expected to be via land. The fact that land shipping costs are usually higher than sea shipping costs may affect our results (i.e. indicate for a somewhat lower potential). Second, the current model did not take into account other trade costs such as: tariff and non-tariff barriers (political interventions, delays at port of entry, standards, licenses, paperwork, currency conversion cost etc.), the impact of time (Hummels, 2001), informational costs (Rauch, 1999), imperfect legal systems (Anderson & Marcouiller, 1999) etc. All these factors, that were assumed to be negligible in the current paper, are possible explanations to the “home bias effect” (Helliwell, 1998; McCallum, 1995), i.e. consumers substituting away from foreign suppliers who are located at the same proximity as local ones. According to Obstfeld & Rogoff (2000), even small trade costs can cause the home bias effect when there is high elasticity of substitution. Thus, our results should be interpreted cautiously as an upper limit of Israeli- Arab trade potential estimations. 

In addition to transportation costs we have included economic distance as a trade-resisting factor (Linder, 1961). The coefficients of this variable were mostly positive and hardly significant at the industry level. These results correspond to statistics revealing that even when two neighboring countries differ in their standard of living, their bilateral trade constitutes a large share of their overall trade
. A possible explanation of this contradiction between theory and practice, might be that when controlling for transportation costs and industrial output, differences in factor proportions between countries with a wedge in their standard of living are the main motivator of bilateral trade, rather than systematic inter country differences in consumer tastes. 

The Hecksher-Ohlin-Samuelson theory of factor proportions actually implies that countries that are comparatively well endowed with capital will export capital-intensive products, while countries that are comparatively well endowed with labor will export labor intensive ones. The fact that we have used the absolute difference in GDP per capita between Israel and its Arab neighbors as our measure of economic distance may well indicate that this variable implies that Israel (comparatively well endowed with capital) will export capital intensive products to its Arab neighbors, while the Arab countries (comparatively well endowed with labor) will export labor-intensive products to Israel. This direction of trade is hard to observe at the 2 digits industry level since most industries include capital intensive as well as labor-intensive products. For instance, industry 38 includes computer hardware (which is a capital intensive product) and also electronic goods (which are fairly labor intensive). Thus, future research on trade potential between former non-trading neighbors should utilize the gravity model proposed in this study for a less aggregated industrial classification, in order to get a more detailed picture of the industrial distribution of that trade as well as trade directions of differentiated products, otherwise noted as intra-industry trade. 

The impact of allowing for trade between former non-trading neighboring countries is different from preferential trade arrangements (PTA), as long there is no negative discrimination of third parties. This difference is crucial, since allowing for trade between former non-trading neighbors is expected to increase the welfare gains of the concerned countries
, whereas PTA may also decrease welfare.  Having said that, future PTA studies and other studies that make use of the gravity model, may still use the model proposed in this paper to provide more accurate trade estimations based on differentiated proxies for transportation costs at the industry level (Hummels, 1999a; Rauch, 1999). 

Appendix

 [Insert Appendix table 1 about here] 
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Table 1 – Estimation of the trade potential between Israel and 

three Arab Countries ($ US, Millions, excluding diamonds)

	
	
	
	Potential Israeli Exports to:

	
	ISIC
	Industry
	Egypt
	Jordan
	Syria

	1
	31
	Food, beverages and tobacco
	311
	456
	345

	2
	32
	Textiles, clothing and leather
	426
	994
	412

	3
	33
	Wood and wooden products
	1
	4
	23

	4
	34
	Paper, paper products, printing & publishing
	30
	35
	41

	5
	35
	Industrial chemicals, oil and rubber
	102
	37
	63

	6
	36
	Ceramics, glass and non-metallic minerals
	54
	30
	65

	7
	37
	Iron, steel and non ferrous metals
	167
	128
	74

	8
	38
	Machinery, electrical machinery, transport and scientific equipment
	1,626
	1,656
	1,938

	9
	39
	Jewelry, musical instruments and other manufacturing industries
	545
	740
	390

	10
	
	Total Israeli exports
	3,262
	4,080
	3,351

	
	
	
	Potential Israeli Imports from:

	
	
	Industry
	Egypt
	Jordan
	Syria

	1
	31
	Food, beverages and tobacco
	314
	359
	337

	2
	32
	Textiles, clothing and leather
	455
	117
	666

	3
	33
	Wood and wooden products
	10
	30
	25

	4
	34
	Paper, paper products, printing & publishing
	42
	10
	185

	5
	35
	Industrial chemicals, oil and rubber
	126
	88
	104

	6
	36
	Ceramics, glass and non-metallic minerals
	78
	109
	92

	7
	37
	Iron, steel and non ferrous metals
	169
	120
	70

	8
	38
	Machinery, electrical machinery, transport and scientific equipment
	981
	584
	963

	9
	39
	Jewelry, musical instruments and other manufacturing industries
	41
	29
	188

	10
	 
	Total Israeli imports
	2,217
	1,447
	2,628

	
	
	Total trade potential
	5,479
	5,527
	5,979


Source:  Israel Central Bureau of Statistics (1998); International Monetary Fund (2001); UNIDO (2000)

Appendix Table 1 – Regression Model Results

	 
	ISIC Code
	Branch
	 Dsi Index
	Constant 
	Importer's Industry output Coefficient
	Importer's output T_Value
	Exporter's Industry output Coefficient
	Exporter's output T_Value
	Transportation Costs Coefficient
	Transportation Cost  T_Value
	Economic Distance Coefficient
	Economic Distance

 T_Value
	      R2
	F value

	1
	31
	Food, beverages and tobacco
	0.0022
	6.023*
	0.036
	0.168
	0.160
	0.867
	-0.366***
	-3.349
	   0.368**
	3.105
	0.197
	5.831***

	2
	32
	Textiles, clothing and leather
	0.0013
	2.689
	-0.165
	-0.777
	0.615
	4.597
	-0.284*
	-1.837
	0.362
	2.02*
	0.391
	8.971***

	3
	33
	Wood and wooden products
	0.0034
	-14.631
	1.162*
	1.842
	0.282
	0.886
	-0.943*
	-2.984
	0.498
	1.211
	0.784
	8.177**

	4
	34
	Paper, paper products, printing & publishing
	0.0023
	-186.504*
	11.429*
	3.977
	-0.153
	-0.335
	-2.222*
	-3.650
	0.075
	0.217
	0.925
	9.31*

	5
	35
	Industrial chemicals, oil and rubber
	0.0017
	-10.110*
	0.861**
	3.119
	0.379**
	3.117
	-0.131
	-0.956
	0.220
	1.523
	0.449
	9.974***

	6
	36
	Ceramics, glass and non-metallic minerals
	0.0035
	-1.452
	  0.719**
	3.603
	0.079
	0.475
	-0.363*
	1.979
	0.127
	0.882
	0.559
	5.391**

	7
	37
	Iron, steel and non ferrous metals
	0.0015
	-5.875*
	0.061
	0.595
	0.626***
	4.165
	-1.000***
	-4.778
	0.013
	0.090
	0.748
	16.306***

	8
	38
	Machinery, electrical machinery, transport and scientific equipment
	0.0004
	-3.371*
	0.328*
	2.420
	0.601***
	5.629
	-0.555***
	-3.837
	0.196
	1.587
	0.726
	39.155***

	9
	39
	Jewelry, musical instruments and other manufacturing industries
	0.0004
	9.760*
	-0.279
	-1.506
	0.812***
	5.650
	-0.111
	-0.560
	-0.409*
	-1.887
	0.761
	12.769***

	10
	31-39
	All Industries
	0.0018
	-1.340*
	    0.260***
	3.551
	0.479***
	9.490
	-0.499***
	-9.398
	    0.304***
	4.986
	0.483
	86.862***

	11
	31-39
	All Industries (geographic distance proxies transportation costs)
	  (-)
	1.531*
	0.185*
	2.392
	0.582***
	11.064
	-0.497***
	-6.463
	    0.335***
	5.223
	0.425
	68.676***

	
	Source: Authors' calculations based on: 
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	International Monetary Fund (2001) 
	
	
	
	
	
	
	
	
	

	
	
	UNIDO (2000)
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	United Nations (1994)
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Waterman Steamship Corporation  (1959) 
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	*** - Significant at p<0.001; ** - Significant at p<0.01; * - significant at p<0.1.
	
	
	
	
	
	
	
	
	
	


� E.g. in the case where A and B sign a Most Favored Nation (MFN) agreement, and both have the same agreement with R. 


� As A and B are relatively small compared R, we assume indefinite supply and demand in R. 


� As long as A’s supply curve is not perfectly inelastic. 


� Nevertheless, there are many critiques on the econometric validity of gravity models (e.g. Egger, 2002; Matyas, 1998). 


� In gravity models at the economy level GDP is usually used as a proxy to countries’ output. At the industry level value added is probably more appropriate to represent GDP than output, as it does not reflect industrial input purchase. However, industrial value added data is not easily available.   


�  Data derived from United Nations (1994) at 3 digits Standard International Trade Classification (SITC) level was self converted into ISIC codes.


� Distance between import origin j and the US is calculated according to the naval distance to the nearest destination port on the east coast (proxied by New York port) or west coast (proxied by Los Angeles port). In calculation of distance from landlocked countries, land distance to the nearest exit port is added. The distance between the US and its two neighbors, Canada and Mexico, is arbitrarily fixed at 1,000 km.  


� United Stated and Mexico, Germany and the Czech Republic, Austria and Hungary and Japan and China are just some examples (United Nations, 1998).


� If the countries are small the impact on welfare in the rest of the world is negligible.
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